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Abstract 

SCALIR is a legal information retrieval 
system which uses a combination of sym- 
bolic and connectionist artificial intelligence 
techniques. Traditionalsystems used for au- 
tomating legal research have many difficul- 
ties which make them “brittle”; SCALIR is 
an attempt to rectify many of these prob- 
lems. SCALIR’s hybrid nature is especially 
appropriate for the legal domain, which re- 
quires both logical and associative infer- 
ences. The system also benefits from a 
unique direct-manipulation style interface 
and the ability to improve its performance 
based on user feedback. 

1 Introduction 

’ The legal system is remarkable in its reliance on both 
precise and imprecise concepts. Computers tradition- 
ally work with exact problems, exact rules, facts, and 
conclusions. It is not surprising, then, that the most 
successful Artificial Intelligence (AI) systems are those 
which try to handle situations which best fit this mold. 
It is also natural that researchers would develop differ- 
ent techniques - such as connectionist AI - to deal 
with the inexact concepts of the real world. Given the 
dual nature of the law, we have designed a conceptual 
Legal Information Retrieval (LIR) system which com- 
bines both types of knowledge by using aspects of both 
AI paradigms. 
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SCALIR (Symbolic and Connectionist Approach to 
Legal Information Retrieval) is an interactive, adaptive 
system for aiding legal research on copyright law. When 
completed, it will contain all federal copyright cases, 
relevant statutes, and associated terms, as well as the 
citations which interconnect them. 

We begin by demonstrating the motivation for our 
approach. Next we describe how the SCALIR system 
works. Finally, we examine the types of problems it can 
solve. 

2 Some AI Background 

Artificial Intelligence has produced two rather differ- 
ent paradigms for making computers “smarter.” The 
better-known of these, which we call symbolic AI, is 
based on the idea that the core of intelligence lies in 
the explicit, largely sequential manipulation of sym- 
bols [New80]. By contrast, the connection&t or “neural 
network” view rests on the belief that intelligence is 
an emergent property of the interconnection of a large 
number of very simple processing elements (like neurons 
in the brain), dl operating in parallel and communicat- 
ing only “sub-symbolic” information [RMtP86]. 

Since widespread interest in the connectionist ap- 
proach has only recently been rekindled, it is not sur- 
prising that all previous work on AI and Law falls into 
the symbolic category. For example, rule-based expert 
systems (e.g. McCarty’s TAXMAN [McC77]), seman- 
tic networks (as used in Hafner’s LIRS [Haf81]), and 
frame/script/schema models (such as Rissland’s HYPO 
[RA87]) are all instances of symbolic AI. 
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3 Motivation 

Computer-assisted legal research (CALR) systems have 
been in use for many years. LEXIS’ and WESTLAW 
terminals are found in many law offices and law li- 
braries; law students often receive special training in 
the use of the systems. Yet there is at least anecdo- 
tal evidence that lawyers are not satisfied with them. 
Why? What is it about legal research that is not ade- 
quately addressed in LEXIS and WESTLAW? 

3.1 The Problems of CALR 

To answer this question, we will briefly examine how 
these systems work and what they are lacking. Con- 
sider a problem from copyright law: Does home taping 
of television shows with a VCR constitute copyright 
infringement? Users of a CALR system are taught 
to form a Boolean query which uses terms describing 
the issues involved. There are many possible queries, 
but a reasonable one for this issue might ask for cases 
which contain all three of the terms VCR, copyright, 
and infringement. There are refinements which al- 
low alternate suffixes to be searched and SO on, but the 
current example will suffice for our purposes. 

Let us suppose that our hypothetical user is con- 
cerned primarily with Supreme Court decisions. He or 
she selects a database containing all federal cases relat- 
ing to intellectual property. When run on one CALR 
system, this query produced a listing of five cases, none 
decided by the Supreme Court, and none directly ad- 
dressing the issue in question. Indeed, several of these 
cases dealt with copyrights on books or songs, and only 
mentioned the term VCR incidentally. The situation is 
even worse when the user only looks at the Supreme 
Court database; he or she would then be told that there 
are no cases relevant to the query. 

Experienced users are taught to try their queries 
again with synonyms, narrowing or expanding their 
scope, and so on. They also read over the retrieved 
(but irrelevant) cases in hope of finding more informa- 
tion. This process is made difficult in part by limi- 
tations of the interface. Users can see a list of cases 
found or the text of one case at a time, one screenful at 
a time. Refining a search means reformulating a query, 
often with more terms and more Boolean connectives, 
and getting an entirely new list of retrieved documents. 
In our example above, a tireless user, reading the full 
text of the fifth case originally retrieved, might discover 

1 LEXIS is a registered trademark of Mead Data Central, Day- 
ton, obio. 

2WESTLAW is a registered trademark of West Publishing 
Co., St. Paul, Minnesota. 

a reference to the landmark case on the subject: Sony 
v. Universal, decided by the Supreme Court in 1984. 

Why wasn’t the case retrieved originally, since it 
deals with exactly the issues mentioned in the query? 
The reason is simple: the court referred to the devices 
in question by the older term VTR (videotape recorder) 
rather than the queried term VCR. This is an example 
of what AI researchers call brittleness; a total inability 
to respond correctly when the system’s input does not 
exactly match its stored knowledge. Its opposite is the 
desirable property of graceful degradation. If the system 
could be given conceptual requests, it might be able to 
give a better answer - perhaps not the best answer, 
but not an irrelevant one, either. 

The problem is deeper than the brittleness of tra- 
ditional systems, however. The underlying assumption 
of CALR is that legal research involves finding exact 
answers to exact questions. This assumption is true 
in some cases, but it does not tell the whole story. In 
fact, many lawyers prefer to do their research the old- 
fashioned way - using bound volumes. They browse 
through cases, following many leads in parallel and us- 
ing analogical reasoning to find relevant material. Often 
the most successful research session is one in which new 
answers to new questions are found. 

Another aspect of the problem is that the relevance 
of a document is a relative concept. The most relevant 
case on VCRs and copyright infringement may differ 
depending on whether the client is a movie studio or a 
school district which tapes educational programs. Re- 
trieving Sony might be unwanted clutter for the firm 
which specializes in copyright law and deals with subtle 
distinctions of statutory language; the firm’s attorneys 
would already be intimately familiar with the case. 

One way to approach the relevance problem is to 
allow the users to give relevance feedback, pruning or 
expanding their search, and having the system learn 
better retrievals. At first glance, the idea of learning 
may seem undesirable in a legal research system. But 
judiciously applied learning techniques solve some of 
the problem of traditional systems. First, learning im- 
proves the accuracy of the retrieval. Cases which are 
misclassified or terms which are misused will be “car- 
rected” by the system’s users. Second, learning allows 
the system to adapt to changing terminology. While 
our system already gets around the VCR/VTR prob- 
lem (see Section 5), learning eliminates it by essentially 
creating synonyms. 

To summarize, there are several problems with the 
traditional approach to legal IR: 

l brittleness caused by syntactic rather than con- 

3464 U.S. 417,104 s.ct. 774. 
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ceptual searching; 

l inefficiency caused by a question-and-answer in- 
teraction rather than an ongoing exploration of 
the space of related documents; 

l the artificial division of documents into “relevant” 
and “not relevant” categories, instead of a display 
of relative relevance; 

l an inability to adapt to changing terminology. 

Some of these problems have also been pointed out by 
Jon Bing [Bin88]. 

The AIR system addressed these problems by using 
a connectionist network in an adaptive conceptual IR 
system for bibliographic data [Be186]. The prospects 
of applying these techniques to the law have also been 
described [Be187]; we have incorporated many of AIR’s 
techniques into SCALIR. 

3.2 Dual Nature of the Legal System 

What sort of knowledge is embedded in the law? What 
sort of knowledge is required to understand it? Is it 
explicit “‘symbolic” knowledge which could be incorpo- 
rated into a symbolic AI system using condition-action 
rules or frames? Or is it “sub-symbolic” knowledge, 
better handled by the emergent statistical properties of 
a connectionist network? We believe it is both. 

In some ways, the legal system4 is inherently sym- 
bolic. After all, laws are explicit rules of conduct, often 
including precise definitions of important terms. The 
law is frequently analyzed as a system based on an 
underlying logical structure. In some instances, a set 
of “legal primitives” is postulated [Hohlg]. Even in 
common law, there are explicit symbolic relationships 
reflected by the Shepard’s5 treatment phrases, or the 
taxonomy formed by West Publishing’s key number sys- 
tem. 

However, our legal system can also be viewed as 
operating in connectionist fashion. (French [Fre87] has 
made a similar observation, contrasting it with the rule- 
based Civil Law tradition.) Legal decisions cannot be 
captured by rules (see Berman and Hafner [BH88] for 
several illustrations of this problem). In accordance 
with the Common Law doctrine of stare de&is, cases 
are decided on the basis of precedent. Judicial decisions 
are the result of combining the holdings of previous 
cases on an issue and the special facts of the current 

*We use the term to refer to the An&American legal system, 
and U.S. federal law in particular. 

5Shepard’s is a registered trademark of Shepard’s Division of 
McGraw-Hill. 

case; they in turn have an effect on all cases decided 
afterward. Law is made by the repetition of this pro- 
cess in many cases on many topics in many jurisdic- 
tions. This process - global concepts emerging from 
the interaction of a large number of local decisions - 
is a defining characteristic of connectionist networks. 
Furthermore, legal language contains ambiguities and 
overlapping shades of meaning [AS87], just as ordinary 
natural language does, and some AI research now sug- 
gests that connectionist techniques are needed to handle 
them [HK87], [CS83]. 

Given that the symbolic and connectionist paradigms 
in AI have different strengths and weaknesses, it is sen- 
sible to take advantage of the best features of both. 
Indeed, there is a growing interest in such hybrid sys- 
tems among the AI community [Dye88], [Hen89]. The 
need for a hybrid approach is even more pressing when 
both symbolic and sub-symbolic knowledge are inher- 
ent in the problem domain. As we have shown, the law 
is such a domain. 

4 Design of the SCALIR System 

SCALIR’s fundamental retrieval mechanism is the 
spread of a numerical quantity we call activation 

through a network which forms the legal database. 
Three types of nodes - corresponding to terms, cases, 
and statute sections - constitute the substrate of this 
network. 

The spreading activation mechanism works as fol- 
lows: A user indicates items of interest and, optionally, 
specific symbolic relationships to be examined between 
these items. The nodes corresponding to these items 
each receive a certain amount of activity. Activation 
spreads from each node to all its neighbors, then to its 
neighbors’ neighbors, and so on. In addition, activity 
“jumps” across the network whenever it finds a node 
connected by the specified logical relationships. Even- 
tually, the new set of active nodes is displayed as the 
response to the query. (Details of the procedure are 
given in Section 4.2 below.) The combination of asso- 
ciative (sub-symbolic) and logical (symbolic) retrieval 
gives SCALIR advantages over either technique; this 
argument is developed further elsewhere [RB89a]. 

4.1 How the Network is Constructed 

It should be clear by now that retrievals depend on 
which nodes are connected to which other nodes. In 
fact, it is fair to say that the “intelligence” of such a 
system is in the connections. The problem is determin- 
ing which connections should exist. 

140 



TERMS 

CASES 

STATUTE 
SECTIONS 

Figure 1: The structure of the SCALIR networks. 

SCALIR uses two interleaved networks, a connec- 
tionist net embodying sub-symbolic information, and 
a semantic-type net embodying symbolic information. 
This is shown schematically in Figure I. 

The connectionist network is constructed by insert- 
ing weighted, unlabeled connections called C-links be- 
tween the nodes. C-links correspond to “microfeatures” 
of the domain, sub-symbolic data below the level of 
conceptual features. One type of microfeature relation- 
ship is the fact that a certain word is used in a case; 
another is that two cases are often retrieved together. 
No knowledge engineering or editorial enhancement is 
required; all connections are formed by information di- 
rectly available from the data, such as word occurrence. 
In addition, the weights on the links allow the system to 
improve its representation by learning from user feed- 
back. 

The initial terms and their weights6 are chosen using 
techniques drawn from traditional information retrieval 
research. First, any words in a document appearing on 
a “noise word” list (consisting of about 250 preposi- 
tions, conjunctions, etc.) are eliminated. Next, the 
number of documents in which each word j occurs (the 
“document frequency” DFj) is computed and normal- 
ized by the number of documents (N). Finally, the 
number of occurrences of each word j in document i 
( “frequency” Fij) is also found. The basic idea behind 
the term weight is that terms which occur frequently in 
one document, but do not also occur in many other doc- 
uments, will help to discriminate that document from 

6Note that this differs from the method used in AIR, where 
all terms were initially weighted equally. 
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Figure 2: Some S-links for a statute 

the others. In order to prevent term weights from being 
dependent on document size, we add a normalization 
term; the one chosen was suggested by Salton [SBSS]. 
This gives the following formula for term weight (TWij) 
for term j in document i: 

TWij = 
Fij X log(N/DFj) 

x 10g(NIDFk))’ 

After the term weights have been calculated, the 
system creates C-links between the document and all 
terms whose weights for that document are above a 
certain threshold. The initial link weights are set pro 
portional to the relative term weights. 

The semantic network is formed by the explicit 
symbolic or editorially determined relationships be- 
tween cases. These connections, called S-links, are la- 
beled (with the type of relationship) and unureighted. 
A typical S-link between cases would be one labeled 
“overturned-by,” indicating that the first case was over- 
turned by the second. Since S-links represent factual 
relationships and previously acquired knowledge, they 
are not modifiable. 

For statute nodes, S-links reflect structural relation- 
ships, such as the fact that a section falls under a certain 
chapter. In addition, S-links indicate show dependen- 
cies between statute sections, such as “except where 
noted in section x” or “as defined in section y.” An 
example of this is shown in Figure 2. 

The topics specified by the West key numbers for 
Copyrights will be included as term nodes. These will 
be related by structural S-links as well. Since the top- 
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its represent a taxonomy of the relevant legal issues, 
these S-links can be considered a form of the IS-A link 
common in semantic networks [Bra83]. 

It is also interesting to note that our representation 
can be viewed as a natural generalization of more tra- 
ditional methods in information retrieval [Be189]. For 
example, Salton’s vector space methods involve a mea- 
sure of similarity between a query and a document that 
is based on the inner product of two vectors formed 
by the sets of weighted keywords associated with each 
[SM83]. Our associative retrieval methods compute a 
very similar “first order” match score between keywords 
and documents., However, our connectionist matching 
process also considers many other, “higher-order” asso 
ciations as well. In fact, there are infinitely many pos- 
sible paths between elements of a query and retrieved 
items, each providing a separate chain of evidence that 
the item is relevant (or not). Our retrieval methods 
have been tuned to consider a great many of these paths 
without becoming computationally intractible. 

As a result of its incorporation of symbolic and sub- 
symbolic knowledge, SCALIR is able to handle both 
“associative” and “logical” queries. For example, the 
first type of query might correspond to the question 
“what cases involving VCRs are related to Sony u. Uni- 
versal?!” while the second might be “were any cases 
overturned by the decision in Sony v. Universal?” 

As of this writing, a prototype version of SCALIR 
has been partially implemented for preliminary test- 
ing. It contains the full text of all 120 Supreme Court 
cases dealing with copyrights, and the terms associated 
with those cases, and the C-links relating them. The 
addition of the Copyright Act, the West key number 
taxonomy for Copyrights, and their associated S-links 
is in progress. 

4.2 Details of Hybrid Activation 

In a typical connectionist system, each unit ha.9 a real- 
valued activity which propagates to its neighbors. The 
activity of the units is determined by taking the sum of 
the activity contributions of its neighbors multiplied by 
weights on those links, and passing it through some type 
of threshold or “squashing” function This is shown 
schematically in Figure 3. The “knowledge” in such a 
system is in the link weights, which generally have been 
trained to produce the correct behavior. 

The search in a semantic network, while also classi- 
fied as spreading activation, has a quite different charac- 
ter. Rather than real-valued activities, there are gener- 
ally discrete markers passed between neighboring nodes. 
Links are also labeled with their type. The markers 
may also be of different types, and the decision about 

Activity of node i 

ai = ‘mjw, ,) 

where f is threshold function 
shown below 

Figure 3: Activity of a node in a connectionist network 

whether to pass a certain marker along a certain link 
often involves a complex logical function of these labels. 

Since SCALIR contains both C-links and S-links, it 
must provide a mechanism for communication between 
the two. This is accomplished by conceptually dividing 
up activity into a vector of several components. Each 
component corresponds to activity filtered by a certain 
type of S-link, except for one component reserved for 
the “unspecified” activity carried by C-links. 

When activity traverses a C-link, all components of 
the activity vector are individually multiplied by the 
weight on the link. When activity traverses an S-link, 
only the component which matches the link type is al- 
lowed to pass; the others are set to zero. An example 
of the two kinds of propagation is shown in Figure 4. 
We can think of the different components of activity as 
different wavelengths (colors) of Iight. C-links serve as 
grey filters, modulating the intensity of all wavelengths. 
S-links are like colored filters, allowing only light of the 
right wavelength to pass. 

This approach has two immediate benefits. First, 
and perhaps most obviously, it supports both strict 
associative (connectionist) retrievals and logical (sym- 
bolic) retrievals. Second, the logical operations are 
completely local to individual nodes. For example, sup- 
pose one is interested in only cases which supported a 
certain decision. The user could draw a “supported-by” 
link to an unspecified case. The first node would thus be 
instructed to pass activity only along the corresponding 
vector. After activity traversed the first S-link, how- 
ever, no other nodes would need this instruction. Due 
to the filtering of the S-links, only the desired compo- 
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Figure 4: Hybrid activity propagation 

nent of activity would be present at successive nodes. It 
is as if all other S-links were instantaneously disabled. 
This feature makes the system especially amenable to 
future implementation on parallel hardware. 

The retrieval set presented to the user is chosen by 
identifying the most active nodes at each time step, 
where “most active” is defined as being above a certain 
significance threshold. As activity dissipates through 
the network over time, the significance threshold de- 
cays. This allows the inclusion of nodes related to the 
query more subtly by many small pieces of evidence. 
The process stops when enough nodes have become ac- 
tive, or when the total amount of activity has fallen to 
a quiescent level. We view the relative activation values 
of nodes as relative relevance of their associated docu- 
ments or terms. While we have not fully implemented 
this feature, we intend to give users some control over 
the amount of data retrieved, either by allowing them 
to control the significance threshold or by displaying 
less active nodes off the edges of the screen and letting 
the user scroll to find them. 

4.3 Interacting With SCALIR 

In a traditional CALR system, users type textual queries 
using a boolean query language. Responses are then 
displayed serially, usually one screenful at a time. By 
contrast, SCALIR uses an interactive graphical inter- 
face [RB89b]. At the beginning of a research session, 
the user selects “dummy” nodes and labels them with 
the desired terms, documents, or statute sections. (This 
approach is reminiscent of the “query-by-example” tech- 

nique used in some database management systems.) Af- 
ter this, however, the nature of the interaction changes 
dramatically. The system graphically displays the re- 
sponses and their interconnections in one window of 
the screen. They appear in order of relevance, both 
temporally and spatially. From then on the user can 
search further simply by selecting displayed nodes (us- 
ing a mouse) and “drawing” additional relationships to 
be queried. Relevance feedback can be used to auto- 
matically expand or prune the search. 

Figure 5 shows one version of the interface. It con- 
tains several notable features. At the top is a menu 
of options which allows the user to modify the display; 
this version also contains commands which are used for 
incremental testing as the system is developed. At the 
left is the network window showing the current retrieval 
set and its relationships. C-links are displayed as solid 
lines whose thickness indicates their weight. No S-links 
appear in this figure, though they are displayed as var- 
ious types of dotted and dashed lines, each correspond- 
ing to a certain type of relationship. Menu options al- 
low varying complexity of the display; for example, the 
user might choose to view only the links in or out of 
the currently selected node. 

Users “select” a node by positioning the mouse 
pointer over it and clicking the mouse button. This 
causes the corresponding text for that node - for ex- 
ample, the full text of a case - to appear in the text 
window at right, as the figure shows. The text win- 
dow can be scrolled up and down to view any part of 
the case; the title of the case remains visible regard- 
less of the scroll position. Recently viewed cases can 
be quickly redisplayed by selecting their corresponding 
nodes in the network window. 

One added benefit of this type of interaction is that 
all three types of nodes - terms, cases, and statute 
sections - can be used in both queries and responses. 
For example, a user could simply ask for cases “like” 
Sony v. Universal, or those ‘related to” section 107 of 
the Copyright Act of 1976, At the other end, the system 
would respond to queries not just with a list of cases, 
but also with relevant terms and statute sections. As a 
result, each response to a query is in effect a suggestion 
for further avenues of research. 

An additional feature, also present in the original 
AIR system, is the integration of term and citation in- 
formation. Both queries and responses can incorpo- 
rate both. By contrast, term-querying and citation- 
following are completely separate operations in conven- 
tional systems. 

143 



1 SCALIR 

Figure 5: The SCALIR interface 

VCR 

VTR 

l 
Video Betamax 
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Cohen v. Sony v. 
Paramount Universal 

Figure 6: Some associated nodes 

5 Examples 

We now consider some simplified examples of SCALIR 
retrievals. Let us return to our VCR example. How 
would SCALIR find Sony v. Universal! Figure 6 shows 
a possible chain of associations. As we saw earlier, the 
term VCR appears in other (less relevant) cases, such a~ 
Cohen v. Paramount, which shares the term video with 
the Sony case. As a result, both Sony and the terms it 
uses are displayed. 

At this point, the user is likely to give feedback to 

a 
Sony v. 

Universal 

Figure 7: Retrieval after feedback 

the system, wanting to explore the search further with 
the new terms. The nodes marked ‘for positive feed- 
back are considered to be “co-relevant,” and are joined 
by new C-links. Those which receive negative feedback 
have their connection strengths reduced. >In the future, 
a query to the term VCR would retrieve Sony directly, 
while the less relevant cases would no longer be dis- 
played. This is shown in Figure 7. 

The previous example was concerned with simple as- 
sociations, using only C-links. SCALIR can also make 

inferences based on S-links. For example, suppose that 
a user is interested in whether the formats used in 
a computer program can be copyrighted. In one of 
the relevant decisions ( Whelan u. JasZow7), the judge 
cited another case (Synercom Technology v. University 

r797 F.2d 1222. 
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Figure 8: Citation chains 

Conzpurin$). As shown in Figure 8, SCALlR can pass 

activity along the citation chains, retrieving a third 
case (Broderbund Soflzuare v. Unison World) which 
cited Synercom. Though not superficially relevant to 
the query, Broderbund - which deals with the related 

topic of whether menus and displays in a program are 
subject to copyright - would still be retrieved. 

6 Future Work 

SCALIR’s hybrid learning feature has yet to be imple- 
mented. We believe this will add enormous value to 
the system, not only for the reasons mentioned earlier, 
but also because learning allows SCALIR to develop 
a shared body of expertise for its users, without ihe 
need for explicit knowledge engineering. For example, 
if SCALlR’s user community is a law firm, associates 
in the firm will be able make use of what partners have 
taught the system about their interpretation of a term. 
Simply by using the system, they have incorporated 
some of their knowledge into it. 

We will claim that the information structures built 
and used by SCALIR are more than simply a way to 
help lawyers do legal research more effectively. Rather, 
we view these structures as atiifucts of the legal pro- 
cess. Just as an analysis of ancient tools can help us 
understand the users of these tools and their prehis- 
toric cultures, the analysis of modern tools and their 
use by lawyers reflects important aspects of the under- 
lying law. The indexing systems developed by informa- 
tion vendors (e.g., taxonomies, digests, citations, dic- 
tionaries) come to reflect the structure of the law. By 
incorporating as many of these structures as possible 
into a single representation, as we do in the SCALIR 
system, it may be possible to see regularities that are 

a462 F.Supp. 1003. 
‘648 F.Supp. 1127. 

not obvious when they are considered alone. Further, 
because SCALIR’s adaptive components are designed 
to capture regularities in the patterns of its users, we 
expect to identify additional structures in the law. The 
result is a representation that comes to mirror the law 
itself. 

Much work remains before a full-scale version of 
SCALIR is complete. After testing the prototype, we 
will install the full text of all federal copyright cases 
(approximately 5000) and statutes. This version will 
be used for a study of the system’s performance with 
actual users. We expect to complete this by the end of 
1989. 

7 Conclusions 

There are many problems with traditional CALR. Some 
of these are due to an inability to deal with inexact in- 
formation; others with the failure to integrate existing 
knowledge. Since the law makes use of both symbolic 
and sub-symbolic information, an AI system for facili- 
tating legal research should do so as well. 

SCALIR uses a combination of connectionist and 
symbolic AI methods to integrate these two types of 
information. It overcomes many of the problems of 
traditional IR systems and provides a new interactive 
paradigm for computer-assisted legal research. In addi- 
tion, SCALIR’s ability to learn from experience allows 
it to form a valuable conceptual representation of what 
terms and cases mean to its users. 
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