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Human societies have formalized instincts for compliance with reciprocal altruism in laws that sanction
some aggression and not other aggression. Neuroscience makes steady advances toward measurements of
various aspects of brain function pertinent to the aggressive behaviors that laws are designed to regulate.
Consciousness, free will, rationality, intent, reality testing, empathy, moral reasoning, and capacity for self-
control are somewhat subject to empirical assessment. The question becomes: how should law accommodate
the wealth of information regarding these elements of mind that the science of aggression increasingly

makes available? This essay discusses the evolutionary purpose of aggression, the evolutionary purpose of
law, the problematic assumptions of the mens rea doctrine, and the prospects for applying the neuroscience
of aggression toward the goal of equal justice for unequal minds. Nine other essays are introduced,
demonstrating how each of them fits into the framework of the permanent debate about neuroscience and
justice. It is concluded that advances in the science of human aggression will have vital, but biologically
limited, impact on the provision of justice.
© 2009 Published by Elsevier Ltd.
Aggression is normal, natural behavior throughout the kingdom of
animals. Aggression may be defined as behavior that serves to control
another organism. This definition may seem broad, excluding as it
does the classic components of intent and harm. But ethologists, even
microbiologists, routinely observe creatures without brains or spines
or even bilaterally symmetrical body plans approaching and displa-
cing or eating others. “Intent”—a popular (and often misunderstood)
concept in Western law—is hardly at issue in brainless creatures. But
no observer could dispute the appearance of aggressive behavior, and
no biologically savvy observer would dispute the notion that
competitive or defensive or predatory behaviors represent teleologi-
cally identical products of evolutionary selection, whether that
behavior is witnessed in sea snails, prairie dogs, or presidents. And
“harm” is simply incorrect, with or without the added conflation of
intentionality, when one considers aggressive behaviors such as the
alpha animal's rough actions to maintain a mutually beneficial
hierarchy or the loving parent's shout at and vigorous pulling apart
of fighting toddlers. Any definition of aggressionwill be hotly debated.
I submit, however, that a broad definition rooted in evolutionary
meaning ultimately illuminates otherwise hard-to-account for actions
of social animals.

Aggression has been classified, in rodents, as conforming to one or
another of a few categories of evolutionary purpose: predation, defense,
territorial, dominance related,maternal, and sexual (e.g.,Moyer,1976). It
is virtually certain that the genes and pieces of nervous systems that
lsevier Ltd.
evolved tomediate these behaviors in animals with smaller brainswere
modified and incorporated into the genes and brain parts of humans
(e.g., Butler & Hodos, 2005; Eccles, 1989; MacLean, 1990; Mithen, 1996;
Reep, Finlay, & Darlington, 2007; Scheibel & Schopf,1997). But onemust
be wary of one-to-one matching. Aggression has also been classified
according to a dichotomy that claims polar differences between
offensive/predatory/premeditated/instrumental versus defensive/
reactive/hostile/affective acts (e.g., Feschbach, 1964; Geen, 2001;
Kingsbury, Lambert, & Hendrickse, 1997; McEllistrem, 2004). Yet this
dichotomy, rooted in observations of nonhuman mammals, is concep-
tually weak (e.g., Bushman & Anderson, 2001; Little, Brauner, Jones,
Nock, & Hawley, 2003; Parrotta & Giancola, 2007). It strives to
dichotomize human behaviors that are multidetermined, simulta-
neously serve affective and instrumental purposes, and probably recruit
cerebral regions that may have been phylogenetically dedicated to one
or another pure type of aggression, but that have been adopted into
extremely complex cortical–subcortical circuits. The soldier on patrol in
a free-fire zone is probably using brain parts designed for predation,
including stalking, pouncing, andkilling. So is the serial rapist looking for
targets. Neither man will eat what he attacks. So, even if the cerebral
circuitry and neurochemistry invoked greatly overlaps with that which
supports the success of the lioness, the essential purpose of the men's
complex behavior is very different from the calorie/protein-seeking of
any other predator. And the hunting soldier who fires at a threat is
probably employing circuitry evolved to mediate attack, defense,
approach, avoidance, and affect. The General Aggression Model of
Anderson and Bushman (2002) comes closer to describing real-life
events, recognizing as it does that human acts are often both
instrumental and affect-based.
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Science has made considerable progress in identifying the
neurobiological correlates of aggression. In animals with brains
combining cortical and subcortical tissue, we know that all types of
aggression engage circuits that connect the brainstem, hypothalamus,
limbic system, and forebrain (Adams, 2006; Davidson, Putnam, &
Larson, 2000; Karli, 2006; Mattson, 2003; Nelson, & Trainor, 2007;
Siegel, 2004; Victoroff, 2009). It is legitimate to speculate that, as
adaptive advantages accrued to creatures with more and more
encephalization and more and more proportional isocortical-to-
allocortical tissue, the functions of evolutionarily earlier layers were
incorporated into webs of connectivity that took advantage of the
outcomes of the prior two billion years of selection. But evolution is
never complete. That blending, for instance, of three layered
allocortical limbic tissue with six-layered isocortical tissue to mediate
motor actions in primates does not necessarily lead to perfect
outcomes (e.g., Gardner & Cory, 2002; MacLean, 1990; Panksepp,
1998; Papez; 1937; Striedter, 2005). The thinner, older cortex may
tend to direct one action in response to circumstances when the
thicker, newer cortex would tend to direct another. When one is
sideswiped in traffic and hurt by the screeching motor vehicle of a
slightly callous, mildly attention disordered, drunken, unfamiliar
teenaged boy, limbic and peri-limbic allocortex may quickly start
organizing an aggressive behavioral response while prefrontal
isocortex organizes restraint. Killing the teen would perhaps have
been adaptive over most of the course of mammalian evolution. Not
killing him might be more adaptive now that one is embedded in a
large cooperative group with ferocious agreed-upon punishments for
non-sanctioned aggression. Neuroscience may provide somewhat
accurate, arguably deterministic explanations both for the offender's
and the offended's behaviors. The question becomes, in social groups
the individual members of which mutually profit by maintaining
behaviors within a certain spectrum of sanctionability, when
aggressive behaviors fall outside that spectrum, what is to be done?

That massive question is beyond the present domain of inquiry.
This essay will introduce a much narrower issue: can the science of
aggression help answer that human social and legal question, what is
to be done? As will be discussed further, below, social evolution has
proceeded rapidly even if human brain evolution proceeds slowly.
Emerging from social evolution is a generally agreed upon notion of
moral responsibility. But moral responsibility is (a) an abstract idea
and (b) probably an instinct (e.g. Gazzaniga, 2005; Gruter, 1979, 1991;
Mobbs, Lau, Jones, & Frith, 2007; Morse, 2004a,b; Murphy & Brown,
2007; Prinz, 2008; Roskies, 2008; Sie & Wouters, 2008; Walsh, 2000;
Wigley, 2007; Wilson, 1993). It may well have neural correlates
somewhat measurable by empirical methods (e.g., Hsu, Anen, &
Quartz, 2008; Robertson et al., 2007; Takahashi et al., 2008; Young &
Saxe, 2008a,b; Zahn et al., 2009), but it is not a purely objective
neurological phenomenon. It is, among other things, a philosophical
concept with deep roots in human intuition about others' minds.

The question is, when humans judge the moral responsibility of
other humans—as one step toward answering the “what is to be done”
question—might knowledge of the science of aggression be useful? Or,
to narrow the issue even further and introduce the fact that written
laws exist to address what is to be done, Morse and Hoffman (2007)
put the modern question succinctly: “ Should evolving ideas about the
nature and causes of mental disorders and of behavior in general
require changes in our settled views of blameworthiness?”

To outline the argument in chief: Aggression is a vital part of
animal behavior. In social species, most aggression is sanctioned. Yet
for social life to work, groups must punish those who commit non-
sanctioned aggression. To maximize buy-in by cooperators, there
must be some exceptions to the standard system of punishing non-
sanctioned aggression. There is a biological instinctive basis for some
universally agreed upon exceptions to punishment. The concepts of
moral responsibility and mens rea evolved to formalize those
biologically instinctive exceptions. But the idea of moral responsibility
is rooted in a belief in the Kantian imperatives of both rationality and
autonomy, a.k.a., free will—neither of which are amenable to scientific
demonstration—and mens rea is based upon simplistic assumptions
about how brains and minds work. As a result, the conventional
understandings of moral responsibility and mens rea are suboptimal
guides for a scientifically logical, biologically coherent system to
excuse some non-sanctioned aggression. The neuroscience of aggres-
sion is making slow progress toward a better understanding of
aggression. That science helps explain how given acts of non-
sanctioned aggression fit or do not fit within the natural system of
exceptions to punishment—a step toward the Kantian ideal of perfect
(meaning exceptionless) rules. But the application of scientific views
of aggression to law will be limited, because accepting their
implications requires acknowledging elements of determinism, and
humans have excellent biological reasons for resisting determinism
and, instead, maintaining a strong faith in free will.

This commentary is merely an introduction—and an invitation—to
a vibrant dialogue. To fully appreciate the potential implications of
new findings in the science of aggression to the process of law and
justice, it would be necessary to tackle the profound philosophical
issues that have bedeviled the field for millennia. At the heart of that
suite of tough questions is whether or not humans have free will. The
free will question underpins the gamut of equally tough questions
faced by those attempting to enhance justice by better understanding
of human nature. What is moral responsibility? What deviations from
norms of brain or mental function alter or constitute excuses for
deviations from either (a) conative moral reasoning or (b) apprecia-
tion of moral conventions or (c) capacity to comport oneself with
those conventions? Do variations from the typical course of human
life (say, 6 min of birth hypoxia, or being a victim of child rape, or
suffering intermittent epileptic seizures, or bearing a gene mutation
significantly affecting neurotransmission, or recovering from a
massive frontal lobe traumatic brain injury) represent exculpatory
or mitigating circumstances for non-sanctioned aggression? At
precisely what degree of brain atypicality, demonstrated with what
degree of confidence, shall humans grant one another exceptions to
the instinct for punishing non-sanctioned aggression?

This introductory essay cannot hope to review, in depth, the history
of the interplay between the scientific understanding of aggression, of
neural function, and of the law, far less resolve the question of freewill.
Indeed, one purpose of this essay will be to explain why resolution of
that question to the satisfaction of all persons is biologically
improbable. However, I will briefly review several key points in the
history of this dialogue, and will offer a framework that may prove
useful in contemplating how the science of aggression can and cannot
contribute to law and justice.

1. The evolution of restraints on aggression

Before plunging into the thorny scientific–legal questions of
responsibility, mens rea, and the neuroscience of aggression, it is
important to clarify that one is ultimately discussing the evolutionary
purpose of law.

Accepting that no single definition of aggression will achieve
universal acclamation, one nonetheless identifies behaviors that do or
do not satisfy an instinctive understanding of what it means to
aggress. Among humans, physical contention is generally recognized
as aggressive. The peak of physical contention and unequivocal
interpersonal assaultiveness occurs at about age 2.5 and is more
frequently observed among boys than girls (e.g., Loeber & Hay, 1997;
Olweus, 1979; Pettit, 1997). This behavior is probably an adaptation
that prepares for more life-and-death contention later in life—as does
the physical contention of sport. Parental discipline almost universally
involves some physical contention and is also highly adaptive. Physical
contention directed at animals, either in self-defense or to acquire
calories and protein is also highly adaptive. And as groups form larger
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than the immediate family, physically aggressive behaviors are
directed at non-kin are valuable to police the mandates of social
cooperation. Andwhenever groups of identity form that cooperatively
share resources, physical contention with other groups over those
resources may occur. All of these types of aggression—toddlerhood,
discipline, sport, defense, hunting, policing, and military action— are
normal, natural, and socially sanctioned. It is entirely possible that the
overwhelming majority of instances of human aggression are
sanctioned. The essence of sanctioned aggression is that it fits within
the evolutionary framework of both individual adaptation and group
cooperation. This leads to the question of the evolution of cooperation.

For social organisms and species to survive the winnowing process
of natural selection, such organisms have been shown—via quantita-
tive evolutionary biology—to need to cooperate (e.g., Axelrod &
Hamilton, 1981; Dugatkin, 2002). Group cooperation requires unwrit-
ten but commonly embraced rules. The simplest case of such
cooperative rules is kin selective behavior, or actions to promote
inclusive fitness by assisting those who share the largest number of
genes (Hamilton, 1964). At the next level of complexity is reciprocal
altruism, or the shared understanding that groupmembers, even non-
kin,will help another on the assumption that the favorwill be returned
(Dugatkin, 2006; Mesterton-Gibbons & Dugatkin,1992; Trivers, 1971).
A strong form of reciprocal altruism allows that group members are
expected to return the favor not just to the particular individual who
previously helped, but to other recognized ingroup members, related
or not (e.g., Gintis, 2000; Panchanathan & Boyd, 2004).

For strong reciprocal altruism to work, there must have evolved
rewards for pro-social and punishments for anti-social behavior. In
part, that policing must become internal. Internalized values—
probably mediated by genes and expressed depending on early
environmental factors—lead to the emotions of shame and guilt for
violations of the rules of society. To discuss the fascinating cognitive
neuroscientific evidence for such internal policing is beyond the scope
of the present essay, although readers will intuit that something must
be wrong with the internal policing of psychopaths. For the purposes
of explaining the evolution of laws (or, more precisely, the evolution of
genes for nervous systems that, via co-evolution of genes and culture,
originated laws), it is more pertinent to discuss external policing of
reciprocal altruism—the sine qua non of survival for social species.
Different species police reciprocal altruism differently. Bee police, for
instance, destroy larvae of rogue female workers that try to cheat by
laying eggs in the queen's honeycomb. The rules of punishment for
behavioral deviations from the social order are similar throughout the
animal kingdom. And, standing as a natural barrier to the idealistic
ambitions of scholars who urge humans to apply reason to transcend
retributive justice (e.g., Greene & Cohen, 2004; Slobogin, 2005),
punishment has been shown to be essential for the survival of social
groups (e.g., Boyd & Richerson, 1992; Clutton-Brock & Parker, 1995;
Rockenbach &Milinski, 2006; Seymour, Singer, & Dolan, 2007. Also see
Buckholtz et al., 2008; Hoffman & Goldsmith, 2004). Socially
sanctioned aggression is rewarded, or, at least, tolerated. Non-
sanctioned aggression must be punished. Long before there was law,
or writing, or even speech, social species necessarily evolved universal
rules, within an evolutionarily acceptable range of genetic and cultural
intergroup variation, to punish non-sanctioned aggression.

The evolved restraints on aggressive behavior in social species,
with rewards for most aggression and punishments for some
aggression, are applied somewhat differently in different genera. In
a hard-wired species with a nervous system functioning a little above
the computational level of the knee-jerk reflex, the rules for
distinguishing sanctioned from non-sanctioned behaviors need to be
stereotypical. Social insects like bees, for example, behave as if hard-
wired to reward and punish without exceptions. The rules are
Kantianly perfect, in the sense that they are exceptionless. You behave
this way, the group will respond that way. But other species have
evolved nervous systems that can make rewards and punishments
conditional. With sufficiently complex computational capacity, those
species might be equipped to consider exceptions to knee jerk justice.
An instance of aggression might fall into the non-sanctioned class, yet
additional factors might be used to evaluate the evolutionarily
adaptive value of applying the conventional punishment. That is, for
very good reasons, some species may have the capacity to make
strategic exceptions to knee jerk rules. Humans appear to have such
complex nervous systems.
2. Some species behave as if subjectively self-conscious, believe
themselves to have free will, and believe themselves to possess
rationality

Bees may or may not be self-conscious. But humans behave, to all
appearances, as if they are self-conscious. For whatever reason (and
the reason remains hotly debated) via the simple process of selection
of fitness-promoting adaptations, genes seem to have evolved that,
after epigenetic interactions with the environment, mediate the
development and operation of human brains with subjectivity—the
very useful, arguably illusory, and apparently material experience of
self consciousness (e.g., Bering & Shackleford, 2004; Kahane &
Savulescu, 2009; Wigley, 2007). Genes also orchestrate neuronal
ontogeny leading to a subjective sense of agency, or a belief in one's
own free will (Ainslie, 2001; Bok, 2007; Frankfurt, 1971; Morris, 2007;
Morse, 2007a; Murphy, 2007; Rakos, Laurene, Skala, & Slane, 2008;
Roskies, 2008; Sie & Wouters, 2008; Taylor & Dennet, 2001). The
adaptive value of a subjective sense of free will is apparent. As Allison
(1997), Pereboom (2001), Slote (1990), Wegner (2002), and others
have argued, despite the rational objections to the existence of free
will as anything but an illusory perception, in the presence of
subjective sense of self consciousness, organismswould be hard put to
take actionwithout believing that it is theywho are taking that action.

The questions of the material versus non-material basis of
consciousness and free will are challenging and hoary. The partici-
pants in the debate tend to fall into the camps of determinists (who
understand all behavior to follow material rules) and non-determi-
nists (who don't) and compatibilists (who understand material
determinism to be compatible with free will) and non-compatibilists
(who don't) (see, e.g., Kane, 1996). Admitting the extreme complexity
of the philosophical debate and the limitations of the present
introductory discussion, at this point I must confess to two non-
universal opinions: First, I have yet to encounter a scientifically
coherent account for a non-material basis of consciousness. Second, I
have yet to encounter a coherent physical explanation for freewill. For
example, Dennett's (1995, 2003) argument for “life worlds” in which
deterministic rules lead to variable outcomes supposedly supports
free will. It doesn't. It merely supports stochastic elements in
mechanical determinism. Much has beenwritten about Libet's famous
psychophysiological experiments demonstrating a delay between the
brain's readiness potential and the occurrence of willed movement
(e.g., Libet, Gleason, Wright, & Pearl, 1983; Libet, 1993, 1999). These
experiments are usually interpreted as evidence that brains make
decisions before minds do, contrary to the notion of free will.
Gazzaniga (2005, 2007) has argued that the 50–100 ms interval
between the onset of the readiness potential and the hand movement
in Libet's experiments is an opportunity for “free won't”—an
opportunity for a self-conscious agent to voluntarily restrain an
impulse—and therefore that a type of free will exists. With respect,
this is fallacious. The presence of an available window of time to exert
constraint is not a logical argument that constraint occurs.

Absent a scientifically coherent account for non-material con-
sciousness or material free will, to hold that consciousness is
something apart from an emergent property of matter, or to hold
that material organisms possess free will that permits agency
independent of the laws of matter means that one is advancing a
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spiritual belief, not science. But, as will be elaborated below, these
beliefs are at the heart of the law.

Self-conscious organisms also appear to regard themselves as
making self-interesteddecisions. In the language of economists, humans
believe themselves to be maximizers of utility under uncertainty. In the
language of some philosophers, humans believe themselves to be
rational. Again, this brief introductory essay cannot comprehensively
address the problems with the claim of human rationality. Suffice it to
say that abundant empirical evidence demonstrates that violations of
rationality are normal, routine, and expected in real human decisions.
Among the factors contributing to such violations are framing effects
(De Martino, Kumaran, Seymour, & Dolan, 2006), choice blindness
(Johansson, Hall, Sikstrom, & Olsson, 2005), and the fact that, utility
aside, people are biased to favor theirowndecisions (e.g., Egan, Santos,&
Bloom, 2007). Contrary to the prediction of economics, ambiguity about
probabilities does not reliably affect human brain decisions (Hsu, Bhatt,
Adolphs, Tranel, & Camerer, 2005). In fact, pre-conscious mechanisms
may bias perceptions of sensory stimuli to fit with half-made decisions,
(Summerfield et al., 2006). This may help explain the fact that emotion
also obviously affects decision-making (e.g., Lerner & Tiedens, 2006;
Naqvia, Shiv, & Bechara, 2006). And it is perhaps no surprise that sexual
arousal has been shown to bias decisions (Ariely & Loewentsein, 2006).
Especially important for jurisprudence, humans' irrational enthusiasm
for punishment often leads to choosing punishment over self-interest
(e.g., Herrmann, Thöni, & Gächter, 2008). While it may be highly
adaptive for humans to regard themselves as rational agents arriving at
their own decisions, some evidence suggests not only that decisions are
often irrational but that conscious “decision-making” is epiphenomenal,
a post-hoc rationalization of brain-algorithm-generated outputs (e.g.
Bechara, Damasio, Tranel, & Damasio, 1997; Libet et al., 1983).

Some thinkers have excused the violations of rationality as evidence
of so-called “bounded rationality,”proposing that one canonly devote so
muchbrain effort to thinking things through and that energy limitations
mandate cognitive short cuts (e.g., Simon, 1997). But the theory of
bounded rationality is not consistent with the evidence that, indepen-
dent of the time available or the life-and-death importance of the
decision, humans simply and routinelymake irrational choices. Cerebral
energy conservation is not the rate-limit step in rational decision-
making. Humans' normal, healthy irrationality is better explained by
variable compliance with evolutionary fitness seeking rules that are
insufficiently explained by classical macro-economics.

Thus, humans perceive subjective self-consciousness, freewill, and
rationality. Each of these three probably has potent fitness implica-
tions. Aggressive behaviors are usually discussed within the frame-
work of these assumptions. But it is difficult to prove that first is
anything but a physical phenomenon, that the second exists, and that
the third is true. Knowing how vital these beliefs are for humans helps
to explain the historical evolution and inherent fallacies of mens rea.

3. A theory of mind enhances the social behavior of subjectively
self-conscious organisms

In order to account fully for some aspects of aggression, and to
account at all for the evolved instinct for just responses to non-
sanctioned aggression, it is insufficient to have subjective self-
consciousness, subjective free will, and (unjustifiable) faith in self-
rationality. Another necessary element is a theory of mind. A theory of
mind is the belief that other members of one's species are also
subjectively self-conscious (Astington, Harris, & Olson, 2001; Baron-
Cohen,1995; Baron-Cohen, Tager-Flusberg, & Cohen, 2000; Premack &
Woodruff, 1978). In fact, it might be proposed that the principal
adaptive virtue of self-consciousness is that it permits one human to
make informed guesses about the thinking of another. The better one
can guess the internal and invisible mental operations of another
person, the better one can predict that other's future behaviors in
response to contingencies. Evidence suggests that the mirror–neuron
system, especially at the temporo-parietal junction, evolved to
facilitate the theory of mind by, in essence, activating similar clusters
of brain cells in the actor and the observer (e.g., Carruthers & Smith,
1996; Gallagher & Frith, 2003; Pelphrey, Morris, & McCarthy, 2004;
Premack & Woodruff, 1978; Rizzolatti & Craighero, 2004; Saxe &
Kanwisher, 2003, Saxe & Powell, 2006). Genes support brains with a
theory of mind, or a sensitivity to the likelihood that other organisms
also subjectively experience (a) consciousness, (b) autonomy or free
will and (b) a faith in self-rationality similar to one's own.

Much has beenwritten about the evolution and processes involved
in a human theory of mind, but two facts of critical relevance to the
evolution of law are often neglected. First, a theory of mind assumes
similarminds. But everyone is different. The theory of mind evolved to
anticipate a fairly narrow range of differences in mentation from
oneself. Adult humans cannot perfectly estimate another's mentation
since the man before themmay or may not have an especially atypical
mind. People can accommodate universal expectations from their
own mentation such as the mind of an infant or a sleeper. People are
shocked and baffled by deviant thinking such as mental retardation,
dementia, or psychosis.

Second, and a closely related problem, since humans imagine
themselves to be rational, they expect that others will also be rational.

A theory of mind helps to explain some types of non-sanctioned
aggression. The bank robber guesses that a witness may turn him in
and may kill based upon this guess about the witness's intentionality.
Some psychopaths imagine all others to share their outlook and may
kill a person towhom the killer incorrectly attributes remorseless self-
interest. The paranoid person attributes malice where there is none
and may kill the person whose mind he has incorrectly estimated.

But a theory of mind is even more vitally linked to the evolution of
justice. Humans generally assume that perpetrators of non-sanctioned
aggression have minds similar to their own. Blameworthiness is
judged based largely upon that assumption. Punishment for behavior
that threatens the inclusive fitness of the average member of the
ingroup derives from the best guess that the perpetrator acted for
pretty much the same motives as the judge might have—rational self
interest, under perfect self control, contrary to the rules of strong
reciprocal altruism. Punishment is also based upon the judge's guess
that the perpetrator's mind is similar enough to his own that the
punishment will be deterrent. Triers of fact in tribal councils or
supreme courts begin their deliberations about blameworthiness and
punishment with this assumption of mental similarity. The reader can
anticipate the result given the insupportability of the two core
assumption of theory of mind, mental similarity and rationality:
inflexible rules for punishment that try to cover all minds will produce
outcomes that do not serve the underlying purpose of the instinct for
justice, to maintain social cooperation.

4. The evolution of morality, justice, and exceptions

Humans, therefore, are the product of more than three billion years
of selection that endowed them with subjective self-consciousness,
subjective free will, biased faith in their own rationality, and some
ability to anticipate the behavior of others based upon the imperfect
assumptions of the theory of mind. All of these elements are part of
any comprehensive theory of the evolution of morality. Again, it is
beyond the scope of this essay to provide a full account of the evidence
for an evolved, subconscious, neurally mediated instinct for distin-
guishing between right and wrong and just and unjust. Many
excellent empirical studies and discussions are available (e.g.,
Casebeer, 2003; de Waal, 1996; de Waal, Macedo, & Ober, 2006;
Goodenough, 2001; Greene, Nystrom, Engell, Darley, & Cohen, 2004;
Haushofer & Fehr, 2008; Katz, 2000; Prinz, 2008; Ridely, 1996; Singer,
2007; Wright, 1994). For the limited purposes of examining how the
science of aggression can and cannot advance the administration of
justice, a very brief summary should be sufficient.



193J. Victoroff / International Journal of Law and Psychiatry 32 (2009) 189–197
In order to maintain the fitness-benefiting operation of human
social groups, long before there was writing, rough rules of rewards
and punishments for sanctioned versus non-sanctioned aggression
must have become part of the adult mental repertoire. Humans intuit
that other humans share their own basic understanding of the strict
rules of reciprocal altruism and also “know” the rewards and
punishments one should expect for compliance with or violations of
reciprocal altruism. This basic understanding philosophically con-
ceptualized as “responsibility” and culturally instantiated in the so-
called golden rule. Primatologists observe apparent conformance with
the golden rule in multiple species of ape (e.g., de Waal, 1996; Sober
and Wilson, 1998; Wilson, 1993). Therefore, the golden rule has
plausibly been part of the intuitive moral psychology of hominids for
millions of years prior to the split, about 6 million years ago, between
the lineage that led to chimpanzees and that which led to man.

This instinct for justice begins with the assumption of mental
similarity (see, e.g., Goodenough, 2004; Jones, 2000). But since some
instances of mental difference are familiar and obvious, the instinct for
justice also accommodates exceptions to the rules. It is accepted
throughout theworld that certain classes of persons should be regarded
as less culpable than others for the same offense. The 2-year-old trigger-
puller is universally regarded as less blameworthy than the normal
adult. So is the congenitally profoundly retardedperson. So is the sleeper
who, twitching in his unconsciousness, rolls off the bed and crushes an
infant to death. The reasons for these universal intuitive exceptions to
full culpability have to dowith the universal familiarity of humanswith
themental otherness of childhood, the unconsciousness of sleep, and, to
a lesser extent and accompanied bymore fear and uncertainty, with the
otherness of mental retardation and senile dementia. Note that the
person with developmental delay is typically assigned a lower age
equivalent, simplifying his condition for others by equating him with a
younger child. Similarly, the Alzheimer's afflicted person is also often
referred to as “childlike,” and the person aggressing in the frank
unconsciousness of a seizure (or in sleep disorder) is often explained by
reference to normal sleep. Thus, the genetically coded theory of mind
comfortably generalizes the universal exceptions of childhood and
sleep/unconsciousness to a few other special cases.

5. Western Law formalizes exceptions to the rules of punishment
for non-sanctioned aggression: The evolution of law and the
problems with mens rea

The genetically encoded, epigenetically expressed golden rule
underpins laws (see, e.g., Cosmides & Tooby, 2006). At some point in
the misty past, a nascent concept of criminal responsibility took hold
within the framework of a category of abstract thought now called legal
reasoning. Individuals who violated the golden rule—a popular restate-
ment of strong reciprocal altruism—could be regarded as “responsible”
since others intuit that the violator had subjectivity and free will, more
or less identical to their own. Laws evolved to formalize and verbalize
the instinct for justice that grants humans immediate access to neural
systems that evolved to guess why another person did something,
whether or not he was “responsible,” and what should be done to
mitigate the harm to social cooperation caused by such a person (e.g.,
Hinde, 2004). And laws have struggled for millennia to formalize and
verbalize the exceptions. This raises the question ofmens rea.

Mens rea inWestern law probably derives from the Latin postulate,
“actus non facit reum nisi mens sit rea” or an act does not make for guilt
unless the mind is guilty. Some scholars attribute this postulate to
Augustine's writings of 579 C.E., and assert that Anglo-Saxon legal
thinking has embraced this principle since before 1100 C.E. (e.g.,
Raymond, 1936). Hence, for about a millennium, assumptions implicit
in Western law have included that (a) humans who perform acts of
non-sanctioned violence will usually experience a particular type of
mental change called the guilty mind, and (b) if, for any reason, their
minds do not experience this change, then they are not criminally
responsible. Both assumptions are debatable. A two year old who
mistakenly shoots his father may indeed feel guilty but is not held
responsible. A person who delusionally believes he has committed an
unsolved murder and gives a false confession has a guilty mind but is
not responsible. A psychopath who feels no guilt is held responsible.
The fact that it is so easy to find counter-examples to the common
understanding of mens rea hints at the weakness of this concept.

Mens rea evolved (as nicely outlined by Phillips and Woodman,
2007) when the English legal scholar popularly known as Bracton (c.
1210–1268) laid out the excuses by which children and the insane
should not be held liable: the first lack malice and the second lack
reason (see Sayre, 1932). Blackstone codified these notions in the 18th
century, stating, “So that to constitute a crime against human law, there
must be, first, a vicious will; and, secondly, an unlawful act consequent
upon such vicious will” (cited in Swanson, 2002). Blackstone (1769)
specifically tied blameworthiness to free will, stating that it is a
deficiency of will makes the lunatic unable to distinguish between
right andwrong. Yet the strict application of the “viciouswill” standard
led to some undesirable results: the highwaymanwho fires a warning
shot that unintentionally kills a princess is blameless. TheM'Naughten
case of 1843 revised Blackstone's standard by describing two excuses
from blameworthiness for the mentally ill: at the time of the offense
(1) the offender did not know the nature and quality of his actions, or
(2) did not know that what he was doing was wrong.

The remarkable vagueness and immeasurability of these two
exceptions is immediately apparent. Experts cannot know whether,
or at what precise moment in the course of a past action, the
perpetrator knew the nature and quality of his actions and categorized
them either according to morality (right or wrong) or convention
(legal or illegal) (see, e.g., Denno, 2002). And the M'Naughten
standard, which emphasizes the guilty mind, weakly addresses the
issue of diminished capacity and completely fails to address the
possibility of irresistible impulse (e.g., Carter & Hall, 2007; Morse,
2002, 2007b; Phillips & Woodman, 2007; Vincent, 2008). Indeed, as
Barratt and Felthous (2003) have cautioned, despite considerable
progress in understanding impulsivity, the concept ofmens rea and the
major iterations of the insanity defense (including the hybrid “extreme
emotional disturbance” defense) are poor ammunition against the
natural resistance to excepting explosive but temporary brain states in
otherwise sane persons.

Since M'Naughen, various equally problematic formulations have
emerged (e.g., Elliott, 1996). Nonetheless, I would argue that the very
adaptive instinct for justice and the universal recognition of exceptions
to punishments for some classes of non-sanctioned aggression have
driven a massive psychic enterprise (and generated a massive scholarly
literature) all in search of a perfect rule that will formalize and verbalize
the instinct to except some perpetrators from the usual punishments.

Leaping ahead chronologically, the U.S. Supreme Court has
enshrined various aspects of the intuited exceptions to moral
responsibility. In Ford v. Wainwright (1986), the court held that it is
constitutionally prohibited to execute an insane offender, and in
Panetti v. Quarterman (2007), the court clarified that even a person
foundmentally competent to stand trial may qualify for this exception.
In Thompson v. Oklahoma (1988), in Stanford v. Kentucky (1989), and
in Roper v. Simmons (2005) the court forbade capital punishment for
the less than fully responsible minor person. In Penry v. Lynaugh
(1989) and inAtkins v. Virginia (2002), the court forbade the execution
of the mentally retarded. Setting aside the much-debated question of
the morality of capital punishment (e.g., Bedeau, 1987; Berns, 1979;
Torr & Egendorf, 2000), the essence of each of these decisions was a
judgment that their wordings would formalize and verbalize the
instinct for justice (see, e.g., Jones, 2006; Mobbs, Lau, Jones, and Frith,
2007). There are natural exceptions to the usual understanding of
responsibility. For all the considered verbiage of these decisions, from
the point of view of the evolutionary psychology of law, one might
simply have said, “These cases fall within the exceptions to the
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attribution of full responsibility universally recognized as a result of
natural selection.”

6. Natural limits to the contribution of the neuroscience of
aggression to the administration of justice

Some types of non-sanctioned aggression are readily judged to fit
within thenatural exceptions to punishments, and laws have formalized
these exceptions. But experts in neurobehavior and attorneys know that
controversy persists. Death penalty appeals are argued, often for
decades, because it remains challenging to apply the limited available
rules to the infinitude of human circumstances. It is legitimate to hope
that advances in the neuroscience of aggression, such as those reported
in the present Special Issue of the International Journal of Law and
Psychiatry (IJLP), will have the side effect ofmodestly enhancing justice.

Neuroscience will eventually provide highly valid and reliable
determination of truth telling (Appelbaum, 2007; Harada et al., 2009;
Illes, 2007; Keckler, 2006; Spence et al., 2006; VanHooff, 2008). This by
itself is a potentially revolutionary occurrence, since it may divert the
usual assignment of the role of trier of fact to amachine. But neuro-lie-
detection is not directly pertinent to the biology of aggression. Setting
aside expected advances in lie detection, there are a number of ways in
which, theoretically, aggression science might be useful to the law
(e.g., Goodenough, 1998; O'Hara, 2004; Morse, 2006; Prehn et al.,
2008; Stefánsson, 2007; Tancredi, 2005; Wolf, 2008). Neurosciences
will evolve over the next 100 years to the point at which judges and
juries no longer need to guess howclosely the offender'smindmatches
their own or matches the typical adult mind that was anticipated by
the framers when various rewards and punishments were devised in a
given society. A social or neuroscientist might help measure:

a. Capacity to understand socially conventional “right and wrong,”
and the boundaries between sanctioned versus non-sanctioned
aggression

b. Capacity for conventional moral “reasoning”
c. Capacity to distinguish real (consensual subjective reality) versus

unreal
d. Capacity to reasonably assess threats
e. Capacity to comport oneself with society's expectations for

restraint of aggression, especially impulse control under stress
f. Capacity to resist urges such as substance addiction
g. Biological sources of variation from normal capacity, e.g., genetic,

epigenetic, neurochemical, structural or functional
h. Statistical likelihood of again aggressing in a non-sanctioned way

within a given timeframe,
i. Likelihood of being deterred from aggressing by receiving

conventional punishments
j. Neural susceptibility to rehabilitation, etc.

Soon, therefore, the science of aggression and closely related
forensic neurosciences will tell us, with known measures of validity
and reliability, that murderer A has a:

– 99.9% likelihood of being a liar when he denies having pulled the
trigger,

– 92% likelihood of being a liar when he denies having intended to
pull the trigger,

– 58% likelihood of being a liar when he denies wishing the victim
dead as a result of pulling the trigger,

– 78% of the normal adult human capacity for restraint of aggression
under moderate stress,

– 44% of the normal adult human capacity for restraint of aggression
under high stress,

– 63% of the normal adult human capacity to distinguish real from
non-real threat in response to standardized stimuli,

– 50% of the normal adult human mirror neuron response in theory
of mind tasks,
– 190% of the normal adult human level of paranoia in response to
standardized exposures,

– 378% of the normal adult human genetically-based, epigenetically
expressed neurobiological vulnerability to stimulant addiction, and

– 64% of the normal adult human capacity to distinguish “right from
wrong” when confronted with hypothetical moral choices about
aggressive versus non-aggressive behavioral options.

The question is whether, how, and to what degree, these knowl-
edge enhancements will or should impact the administration of
justice. Some scholars are optimistic. Greene and Cohen (2004), for
example, opined that

“…neuroscience will probably have a transformative effect on the
law, despite the fact that existing legal doctrine can, in principle,
accommodate whatever neuroscience will tell us. New neu-
roscience will change the law, not by undermining its current
assumptions, but by transforming people's moral intuitions about
free will and responsibility.” (p. 1775).

Initiatives such as those of the U.S. Social Science Research Council
and the Dana Foundation promise advancement in the achievement of
just outcomes by enlightenment about the neuroscience of morality.
Yet, as one probes the arguments of the participants in debates about
consciousness, free will, decision-making, mens rea, and the neuro-
philosophy of moral responsibility, certain terms recur.

Debaters refer to one another as hard or soft determinists
(respectively, those who believe that all is determined by physical
laws versus those who believe that, despite the role of cause and
effect, humans have agency), compatabilists (those who believe that
determinism and free will are somehow compatible), rationalists
(those who believe that humans are rational optimizers of choice
under uncertainty), dualists (those who believe that body and mind
are separable), internalists (those who believe that good action is
intrinsic), sentimentalists (those who believe that our intrinsic moral
judgments compel us toward good action) , consequentialists, etc. The
use of the “ist” label is revealing. It demonstrates that even highly
educated, intellectually able, knowledgeable persons who might be
regarded as objective end up being categorized by one another with
terminology reserved, in philosophy and anthropology both, for true
believers. There may or may not be one correct, biologically valid and
philosophically coherent explanation for human moral responsibility.
But the profusion and persistence of “ists” and “isms,” 2000 years into
the debate, strongly suggests that instinct, opinion, and belief
dominates the discussion. This means that, no matter how persuasive
a bit of scientific discovery might be regarding brain mediation of
aggression, one cannot expect many minds to be changed by it in the
near future. Determinists, who feel in their bones that the material
basis of the humanmind is absolutely and self-evidently incompatible
with free will cannot understand the soft-minded behavior of those
soft-determinists who struggle mightily to come up with a scenario in
which materialism and free will are magically compatible. Soft-
determinists, passionately certain that there is free will, cannot abide
the materialism of the strict determinists who, they suppose, are
simply resisting the undeniability of human freedom for the sake of a
sterile vision of the universe unwinding like a clock.

The dominance of “isms” in these vital debates also hints at the
reason that these differences are not likely to be concluded with
agreement. Beliefs are sacred in the mind and not amenable to debate
(e.g., Atran, 2002; Boyer, 2001; Hoffer, 1951; Newberg, D'Aquill, &
Rause, 2001). Beliefs about one's own mind and about other's minds
are also valuable products of evolutionary adaptation. As social species
with subjective self-awareness arrived on earth, those bearing gene
variants that permitted better prediction of other's behaviors
flourished. Having a theory of mind is not a cultural trait but a
universal feature of humans. But different individuals (and perhaps
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different cultures) may develop brains that process the stimuli
relevant to theory of mind in different ways. Among the varieties of
human variety, one is the difference between people in how they
explain human nature to themselves. One fellow will be certain that
the murderer acted by conscious decision-making based upon free
will, and resolve to put that murderer away for 25 years. Another will
be certain that themurderer became dangerous because birth hypoxia
and childhood trauma interacted with an unfortunate monoamine
oxidase gene polymorphism to make him prone to aggression and a
dopamine receptor gene polymorphism made him vulnerable to
addiction, and then an adult orbitofrontal lobe head trauma gutted his
self-control such that he rashly pulled a trigger at a stressful moment
when he was intoxicated—and resolve to put him away for 20 years.
The particular way one rationalizes one's in-born theory of mind may
not be the major determinant of decisions in day-to-day life or law.
Humans dispense justice so that cooperation is preserved. Even in
dealing with extraordinary threats to familial and group security, such
as the recidivist rapist and serial murderer, judgment is less based
upon which rationalization one has embraced than upon pragmatic
instincts about what judicial action might satisfy emotional needs and
enhance personal and in-group survival. Outcomes are bound to hew
closely to what has proved useful, on average, throughout the history
of the species, for making social life work.

Since the different positions in the debate about the biological basis
of aggression and moral responsibility may themselves be rooted in
inescapable biology (and in fact some evidence suggests that cognitive
traits such conservatism and punitiveness may be influenced by gene
variation (e.g., Alford & Hibbing, 2007; Koenig & Bouchard, 2006), the
science of human aggression can expect to make limited inroads
toward advancing the fairness of laws. Mental health experts and
jurists who believe in free will are unlikely to read a scholarly article
that changes their minds, anymore than adult believers in God will be
convinced by a tract that there is no god. More to the point, if the
subjective perception of free will is so valuable an adaptation, then
theses on its illusory naturewill be as readily embraced as those telling
the reader that he is not conscious. The manifest logical virtues of
determinism aside, it goes against the rough grain of human nature to
tolerate more than a little wiggle room in the instincts for justice.

The realization that humans are naturally constrained, by virtue of
their biology, in their capacity to absorb scientific information about
aggression and use it to modify their instincts for justice should not be
tarredwith another belief label: fatalism. This realization is merely the
exciting discovery and acceptance of human limits, or what Konner
called, in The Tangled Wing (2003), the “biological constraints on the
human spirit.” Tancredi (2005, p. 81) explained these human limits
succinctly: “…nature has the dominant role in explaining the range
and variability of the mind.” Yes, civilization advances. Cultures can,
within limits, adoptmore nuancedways to formalize and verbalize the
instinctive rules that maintain strong reciprocal altruism. Cultures will
continue to struggle tofind closer-to-optimumways to generalize from
the natural exceptions—the reduced responsibility of the unconscious
person, the child, or the person who is profoundly alienated from
consensual reality. But, absent biological evolution and superhuman
brains, the limits will stand. Triers of fact, equipped with very human
brains, can only conceptualize a given case of unacceptable behavior
within their instinctive, universal framework of reduced responsibility.
Triers of fact can only be moved so far toward accepting that a
perpetrator of a ghastly act should logically be granted an exception
that evolved, in the mind and in the law, to fit a more familiar case. For
this reason, it is unrealistically sanguine to predict that advances in the
neuroscience of aggression will “transform” the law. Rather than to
pour immense energy into the doomed exercise of trying to bring
judges and jurors around to opinions that will forever grate on the
human spirit, it seems wiser to acknowledge and study these human
constraints—and to serve the cause of justice by developing neurobe-
haviorally sophisticated, philosophically logical, and intuitively per-
suasiveways to explain howa given case of non-sanctioned aggression
fits or does not fit with the deep purpose of natural exceptions.

In summary, it is not clear how advances in the science of
aggression will, or should, change the law. The reason it is not clear
relates to the essential disconnect between the goals of science and
those of law (e.g., Aharoni, Funk, Sinnott-Armstrong, & Gazzaniga,
2008; Jones, 2004; Waldbauer & Gazzaniga, 2001) and, in particular,
the yet-to-be-widely-adopted evolutionary framework (e.g., Stake,
2001; Terry, 2002; Walsh, 2000). Science sees behavior as that near
infinitude of possibilities arising from material brain activity. Law
formalizes unconscious intuitions about other's minds—including
intentionality, free will, consciousness, self-control, and likely
response to sanctions—that evolved to assist in arriving at socially
useful systems of rewards and punishments. Laws demand simple
formulae permitting small adjustments in primitive intuitions about
other's minds in order to reach biologically simplistic conclusions
about responsibility or non-responsibility, whereas scientists must
struggle when asked to contribute information of value to the gross
oversimplification of human behavior implied by the guilt-versus-
innocence framework. But we try.
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