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ABSTRACT

The FLEXICON system was designed to provide legal rofessionals with an effective and
c!easy-to-use legal text management tool. This pa er iscusses the structured knowledge8representation model designed for the FLEXIC N system serving both as an internal

knowledge representation scheme, in conjunction with statistical ranking, and as an
external representation used to summarize legal text for rapid evaluation of the search
results. The model is evaluated and compared to alternative information retrieval
models. Experimental test data is presented to demonstrate the model’s retrieval
effectiveness in comparison to boolean search.

1. lNTRODucTiON

The FLEXICON system [Gelbart and Smith,
1990; Gelbart and Smi~, 1991a, Gelbart and Smith
199 lb, Gelbart and Sm@ 1992] was designed to
provide legal professionals with a tool which
supports all aspects of legal text management for
large databases. Our design oal was to present

f?users with a system that o ers a simple user-
interface, maximal assistance in query formulation,
effective retrieval and the means to evaluate the
relevance of retrieved documents, The system must
operate efilciently on large databases with minimal
maintenance and lend itself to implementation for
personal computers and CD-ROM o tical disks. In
addition, the system should address 8 e special needs
of legal professionals and operate on any legal text.
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The ideal system might receive
natural language speci~ing the issues of
the user and intelluzentlv identifv documents

queries in
interest to

addressing the issues” sp~cified b~ the query.
Furthermore, in examining multi-issue documents,
the system could selectively identify portions of the
text that exactly match the user’s intent. Such a
system is, at present, not feasible, except when
limited to very narrow domains and when supported
by extensive investment of time and cost in system
development and maintenance.

Le al cases, as produced by the courts,
generall

T3
fack defined structural elements such as

titles, a stracts and subsections. Computers do not
possess the true intelligence required to express the
meaning of large volumes of unstructured text in a
form which can be maneuvered automatically to
produce accurate relevancy determination. What
the can do, however, is to automatically analyze

Jan
f

recess the text in order to unfold its structure
and ocate units of text that convey its meaning, thus
creating a structured re resentation of the text. This

frepresentation can be irectl maneuvered by a text
management system to 1’ocate best matching
documents that satisfy a user’s request.

This a preach permits legal text to be
Fautomatically c assified to identify the subdomains of

law or issues to which it pertains, standard header
information such as the style of cause, trial date and
jurisdiction of legal cases, can be automatically
extracted. It can be subdivided into paragraphs
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containing significant statements and those
paragraphs can be further subdivided into classes
such as factual information, legal discussion and
special issues and finally, content-conveying clauses
such as conce t phrases, factual phrases and citations

1!can be identi led and used to represent the case and
their interrelation can be recorded in a conceptual
network . Once the structure is unfolded, its units
can be used as effective index terms and as building
blocks to define meaningful queries and the
associations between terms can be used to refine the
queries and enable the identification of relevant text
beyond a simple keyword retrieval.

This approach was selected in designing the
FLEXICON system. FLEXICON was described in
detail in [Gelbart and Smith, 1991a]. It is based on a
structured adaptation of the Vector Space model
[Salton and McGill, 1983] to the legal domain using
intelligence to automatically determine the structure
underlying legal text and allowing users to form
structured queries which convey the meaning of the
user’s needs. FLEXICON is being developed in the
C and C++ programming languages under
MicroSoft Windows and was designed to run on IBM
personal computers.

The remaining of this paper compares
FLEXICON to existing knowledge representation
methods. Experimental data is then presented to
demonstrate the retrieval effectiveness of
FLEXICON and compare it to other models.

2. KNOWLEDGE REPRESENTATION MODELS FOR
TEXT MANAGEMENT

Three main models have been developed for
large-scale information retrieval systems [Turtle and
Croft, 1992].

2.1 THE BOOLEAN MODEL

The boolean model is the standard for
current large-scale operational information retrieval
systems. Boolean retrieval is based on “exact
match” between the search query and the documents
in the database, which is expressed as words or
phrases combined by boolean operators. The model
requires no special structuring of text, allowing users
to search unprocessed document titles, abstracts or
their fidl text. Most boolean systems, however,
ap Iy some text processin procedures designed to
J #e ante the retrieval e lclency, includin

f
noise

word stripping, an inverted index and word ocation
information. In contrast, boolean queries have a
distinct structure which allows the specification of a
search in terms of keywords occurring in the text and
the boolean operators AND, OR and NOT. Most
Boolean systems also allow users to include
adjacency operators which are useful in specifying
multiple-word search terms.

The main problem associated with the
boolean model is the rigidity of its operators,
resulting in the partition of the database into relevant
documents and non relevant documents with no
distinction of their level of relevancy to the query
specification, corresponding to low recall or low
precision of retrieval [Blair and Maron 1985;
Herman 1989; Turtle and Croft, 1991] This problem
is further com Iicated by the user interfaces

!associated with oolean ueries, which re uire a
1 ?level of understanding o boolean logic or the

formulation of effectual queries which legal and
paralegal users often do not posses.

In an attempt to overcome the main problem
of boolean search: the rigidit of its operators,
Salton, Fox and Wu [1983] ~ave presented the
Extended Boolean model. In this model each
boolean operator has a degree of fuzziness or weight
indicating how strictly the interpretation of the
operator should be ap@ied. The formulation of
extended boolean queries, however, is even more
difficult for users than that of traditional boolean
systems.

In an attempt to overcome users’ difficulty
with the formulation of effective boolean queries,
various works were reported on the translation of
queries written in natural langua e to boolean

queries. 4Das-Gupta [1987] develop an algorithm
based on syntactic and semantic information to locate
the presence of implied AND and OR operators in
natural lan age text.

r
Smith [1990] has presented a

complex gorlthm for a full translation of natural
language queries to boolean queries. Once translated
to boolean query, however, the “hit or miss” strategy
prevails.

2.2 THE VECTOR SPACE MODEL

The Vector Space model developed by Salton
[Salton and McGill, 1983], solves the main problems
presented by boolean search. It is based on the “best
match” concept using statistical information to select
a ranked list relevant documents. The model
represents both documents and queries as vectors in
a multidimensional space, the dimensions of which
are words used to represent the texts. Both
document and query terms can be associated with
weights that are com uted on the basis of the

!statistical distribution o the terms in the database, to
account for their importance. The relevancy of
retrieved documents to the user’s request is
determined by comparing the document and query
vectors using a correlation similarity measure such as

the Cosine formula,

The model is highly effective and compares
well with more complex representations based on
extensive natural langua e processing [Dillon and

5Gray, 1982; Fagan 19 7, Smeaton, 1986] and
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knowledge based representations [Gey and
Chan, 1989]. It satisfies many of the design
requmements for the FLEXICON system by lending
itself to automatic indexing, providing effective
retrieval and a simple query-formulation user
interface and by producing a ranked list of relevant
documents. Moreover, the model can be et%ciently
implementated for personal computers.

Nevertheless, the model, as re resented by
fthe SMART system [Salton and McGil , 1983] does

have some drawbacks for legal text management,
primarily the representation of documents and
queries as single-word terms which results in a
significant loss of meaning from the contents of legal
documents and queries. Like many other disciplines,
the legal domain is associated with a professional
jargon. Legal phrases, which represent a statement
of the applicable law, cannot be adequately
represented by their components which are often
high-frequency low-content words. Case and statute
citations, which can serve as excellent search terms,
having neither synonyms nor homographs and
serving as short coded expressions standing for
previously decided issues [Tapper [1984], would be
eliminated as noise words using the pure Vector
Space model.

2.3 PROBABILISTIC MODELS

Probabilistic information retrieval models are
based on the Probability RarMng principle
[Robertson, 1977] which ranks le al documents

faccording to their probability of re evance to the
query given every available source of information.
The model estimates the probability of relevance of a
text to the query, on the basis of the statistical
distribution of terms in relevant and non-relevant
text, given an uncertainty associated with the
representation of both the source text and the
information need, as well as the relevance
relationship between them.

Turtle and Croft have recentl introduced the
1?Inference Net model [Turtle, 1990; urtle and Croft,

1991] which is based on Bayesian reference networks
[Pearl, 1988], representing documents, queries and
the user’s information need as directed acyclic
de endency graphs.

F
They re ort improved retneva.1

1ef activeness compared to tra itional boolean search,
the Vector Space model as represented by the
SMART system and previous probabilistic models,
primarily due to the use of multiple information
sources in determining the relevancy of a document
to the user’s information needs. In future work, we
will compare the retrieval effectiveness of the
Inference Net model to that of FLEXICON whose
knowledge representation is based on a simpler and
easier to implement model.

3. THE FLEXICON KNOWLEDGE
REPRESENTATION MODEL

As mentioned above, the knowledge
representation scheme selected for the FLEXICON
system is based on an adaptation of the Vector Space
model to the legal domain, using intelligence to
automatically determine the structure underlying
legal text. Structural representations were also
presented in other works [Bing, 1987], [Hafner,
1982]. However FLEXICON constructs structured
re resentations automatically from text. Cases and
/lo er legal documents can be represented by

document profiles that preserve the meaning of legal
text and contain all the information necessary and
sufficient to match documents with a user’s query.

3.1 THE QUADRANT STRUCTURE

Four
?

arameters are used to represent
document pro ales: Legal concepts, factual terms,
case citations and statute citations. The fact terms
tell the factual story on which a case is based. Legal
conce ts constitute a statement of the applicable law
and $ e resolution to the issues when the law has
been applied to the facts. Case citations stand for
related issues previously decided on point or by
anal$)gy . Statute citations are references to
apphcable le~islation. The four types of refile

i?terms are weighted and sorted by factors re ecting
their distribution in the processed document and the
data collection. Section 4 below describes the text
processing procedures employed to automatically
extract the four types of terms from text.

3.2 THE GLOBAL INDEX

A global index consisting of all the terms
that occur m the data collection is generated, for
each quadrant, as the union of individual document
representations. The added structure produced by
including multi-word terms in the global index
improves the retrieval effectiveness significantly b

imapping high-frequency low-content terms whit
serve as poor discriminators into useful indexing
terms.

3.3 QUERY STRUCTURE

User defined queries use the same
re resentation as legal documents and are formed by

Yse ecting index terms from the quadrant dictionaries.
Queries are compared to document profiles and best-
matching documents are returned to the user, ranked
by decreasing order of similarity to the query. In
addition to queries entered directly b users, natural

/’language queries can be automatical y recessed by
i?FLEXICON and converted to the our lists of

weighted terms, using the same technique employed
to analyze and process documents. Wide we expect
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natural language queries to be inferior to those
entered directly by users, they can be used by
amateur users or as a query formulation tool. An
additional tool is “retrieval b

1’
example” i.e.

retrieving cases similar to sam e database cases
entered by the user. FLEXICOP! will automatically
formulate a query consisting of the supersets of
terms occurring in the document profdes of those
cases. Queries generated by those tools can be
edited and customuxxl to the user’s needs.

3.4 A CONCEPTUAL NETWORK

An important feature of the FLEXICON
document and query representation is the use of a
conceptual network of related terms and documents.

3.4.1 THE RELATED TERMS THESAURUS

FLEXICON automatically creates
associations between quadrant terms by linking terms
that tend to statistical co-occur in many documents.

$These associations, re erred to as the Related Terms
Thesaurus form a network structure associating each
important legal concept, case, and statutory
provision with related concepts, cases and statutes.
Thus the FLEXICON search queries are related
through their profiles to a matrix of interconnected
profiles and can be refined by selectively adding
terms from the thesaurus.

3.4.2 CITATION CROSS-REFERENCE

A single case name cited in a legal document
represents the information content of that entire case.
The section of a statute cited in a legal document is a
link to the information contained in the entire statute.
The FLEXICON user can follow Hypertext links
from citations to the information contents which they
represent. Furthermore, the FLEXICON dictionary
of citations provides citation cross-reference
information by providing links between a iven cases

fand cited or citing cases, which can be fol owed by
the user.

3.4.3 RELEVANCE FEEDBACK

Additional interrelation between quer terms and
tdocument queries can be accom lished y the use of

Relevance feedback. FTerms ound in profiles of
documents retrieved by an initial query can be used
to refine that query and allow the search to be
repeated until the user is satisfied.

3.4.4 CASE CLASSIFICATION

In addition to correlating related terms,
FLEXICON also recognizes associations between

legal cases. A legal system is made up of many
doctrinal sub-systems such as private law and public
law, which in turn are made up of further sub-
systems such as property, contract, tort,
constitutional law, admmistratwe law, or criminal
law. FLEXICON automatically classifies legal cases
into domains of law by associating key legal
concepts, leading cases, statutes and significant fact
terms with relevant domains and measuring the
extent that the four t e of terms appearing m the

%text of the case match e terms in the domam lists.
Case classification will be used to filter out non-
relevant material and to localize and limit a search to
specified domains.

The presentation of legal information as a
matrix of interrelated conce turd doctrinal systems

fand sub-system!, fill text o cases and com lete
1?statutes results m a highly intelligent and e ective

information management system.

3.5 DOCUMENTATION

In addition to im roving legal text indexing
and query formulation, 8 e FLEXICON knowledge
representation also provides an important
documentation tool, by serving as the basis for the
automatic generation of electronic case “headnotes”
which we call $exnotes. The flexnotes are designed
as a means to rapidly decide the relevance of
retrieved cases. A flexnote consists of case header
information, a classification of the subject of law, the
listing, in four quadrants, of the most significant
concepts, facts, case citations and statute citations in
decreasing order of a system-corn uted term’s weight
and key paragraphs automatical f’

J’
extracted by the

system. The flexnote is follow by the text of the
case with numbered paragraphs which the user carI
browse, following Hypertext links. A sample
flexnote is presented in [Gelbart and Smith 1991a].

Important paragraph extraction in
FLEXICON was developed in analogy to case
headnotes produced b legal publishers which are

roften based on se ected extracts representin
important issues discussed in the case. FLEXICO i
examines, for each

J
aragraph, significant legal

hrases, fact terms an citation patterns, as defined
Ey document profiles. The program also examines
para$raph position, continuity and length as well as
special phrases used by judges in significant
paragraphs.

4. LEGAL TEXT PROCESSING IN FLEXICON

The structured FLEXICON case profiles are
created using three major text processing functions.
The recognition of case and statute citations in legal
text is accomplished by template-matching functions
and simple rules. Concept terms are extracted from
the text by matching sections of the text with terms



contained in a phrase dictionary and fact terms are
the remainin words and phrases following noise

iword remov .

4.1 RECOGNIZING LEGAL CONCEPTS

Legal concepts are automatically extracted
from text by matching sections of the text with terms
contained in the Legal Phrase Dictionary, a domain
lexicon of phrases used by legal professionals. Each
term in the dictionary consists of a stem, which is
matched to the text, and a concept phrase, to which
the stem is linked. Most concept hrases in the

8dictionary are associated with more an one stem,
thus allowing users to retrieve documents containing
terms that are synonymous or semantically similar to
concept phrases selected as search terms by the user.
The dictionary also distinguishes between entries
which require an exact match versus entries which
allow the matched information to ap ear in the text

{in any order, to be suffixed and to e separated by
noise words. The Concept dictionary is currently
manuall constructed by the FLAIR team. The

?’FLEXI ON technology can be used to assist in the
dictionary’s construction and maintenance by
processing electronic versions of leading cases,
scholarly articles and case comments to extract legal
concepts, facts and citations. Because fact terms are
defined as neither legal phrases, nor citations or
noise words, we can expect that any missed concept
phrases will show up as fact terms. Those will then
added to the dictionary.

4.2 AUTOMATIC RECOGNITION OF FACT
PHRASES

A typical case contains a factual story, a
description of the set of legal issues which the story
gives rise to, a statement of the applicable law, and a
resolution of the issues when the law has been
applied to the facts, After the removal of legal
phrases, recognized by the Legal Phrase Dictionary,
and of case and statute citations that are recognized
by template matching functions, the remaining text
represents the facts of the case. Single-word fact
terms can easily be generated by removing noise
words as determmed by a noise word list. However,
an improved indexing and query representation can
be achieved by incorporating multi-word fact terms
in both document and query representations. Unlike
the recognition of legal concept phrases, which is
dictionary-based, the recognition of fact phrases
must be based on automatic sentence construct
analysis.

[Dillon and Gray [1983] and Fagan [1987]
have demonstrated the feasibility of automated
phrase recognition in text and the superiority of
statistically-based phrase recognition over the
syntactically-based approach but did not demonstrate
a significant affect on the retrieval effectiveness.

Smeaton [1991] as well as Croft, Turtle and Lewis
[199 1], extended the phrase-based representations to
both query and documents and, using structured
queries as search terms, obtained substantial retrieval
effectiveness gain.

Our fact phrase recognition method combines
term distribution and proximity information with a
lexicon of noise words. We define categories of
noise words and use them as a “glue” connecting fact
terms into phrases. “Joiners” (e.g.: “by”, “of”) join
two fact terms, “modifiers” (e.g. “extended”,
“civil”) qualify or constrain terms, and “pure noise”
is eliminated. The program also uses a set of rules

to identify classes of noise terms such as names,
numbers, etc., which are retained in the context of
phrases and citations. For example, ‘~wa~s and
means committee” is an effective term while ways”
and “means” are noise words and “committee” is a
relatively low-content term. Likewise, noise words
are retained as part of citations. Wlnle this simple
approach to phrase recognition can also result in
meaningless or useless terms or over specific terms,
their occurrence can be minimized b the use of

t?Corpus Filtering, i.e. the elimination o terms whose
collection frequency falls below a iven threshold

and by applying constraints on t%e length of
automatically determined terms.

Phrase terms are currently weighted by
simply counting their occurrence in a document and
their components are not included as separate terms
unless they occur independently in the document. In
the fhture we will also retain phrase components
whose collection frequency is below a predefine
threshold thus allowing users to search also for
single word terms that serve as good discriminators.

4.3 AUTOMATED EXTRACTION OF SPECIFIC
lNFORMATION

In addition to the dictionary-based extraction
of legal phrases, the automatic identification of fact
phrases and the template-based recognition of
citations, FLEXICON also automatically recognizes,
and extracts from legal text, header information such
as the styles of cause of legal cases, dates,
jurisdictions and the jud es that heard the cases. As

fwell, we have done pre iminar work on automatic
interpretation, and extraction Z om text, of specific
useful information such as the case outcome, the
amount of damages awarded and noting up
information [Deedman, Gelbart and Coleman, 1991].

5. TESTING THE FLEXICON RETRIEVAL
EFFECTIVENESS

We have transformed FLEXICON from a
prototype operating on a database of 50 cases to a
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system designed to operate on large databases.
While the effectiveness of retrieval of the Vector
Space model was documented by Salton [Salton and
McGill, 1983] and the feasibility of using the model
to search very large databases, including a legal
database of 40,000 cases, was demonstrated by
Herman and Candela [1989], we have conducted
controlled experiments to test the effectiveness of the
FLEXICON search and compare it to boolean
search. Future testing will be conducted to compare
FLEXICON to additional search methodologies such
as the SMART system and probabilistic retrieval
models.

Retrieval effectiveness is usually determined
via precisionh-ecall measurements. Recall indicates
the robustness of the search, measuring the fraction
of relevant documents retrieved out of all the
relevant documents in the data collection. Precision
indicates the accuracy of the search, measuring the
fraction of relevant documents retrieved out of the
entire set of retrieved documents. Plotting recall
versus precision, we can examine the search
precision at various recall levels and follow the
overall pattern of the FLEXICON search. By
recording recall/precision measurements at discrete
output levels (e.g., for the first 20, 40, 60, 80 and
100 documents retrieved), we can compare the
search results to additional search methodologies at
reasonable output levels.

5.1 THE EXPERIMENT

A moderately sized data collection consisting
of 1000 cases in the domain of pure economic loss
plus general British Columbia cases, was selected as
a test collection. The cases were automatically
analyzed and flexed. A team of lawyers and law
students have developed eight queries in natural
language and ranked the relevancy of cases in the test
collection for each query using guidelines designed
to reduce the subjectwity of this determination (e.g.:
most relevant cases being on-point). The students
were then asked to produce the best FLEXICON and
boolean queries corresponding to the natural
language queries. Those preparing boolean queries
were instructed to try various combinations and
select the best query. The students formulating
FLEXICON queries were encouraged to use
relevance feedback to refine their queries. We ran
the queries using the FLEXICON system and an LQ
boolean search (by Liam Quin) which offers a
standard boolean search, allows the use of multi-
word search terms (as a substitute to proximity
operators) and offers a simple document ranking on
the basis of the occurrence of query I terms in
retrieved documents. Our test procedures
automatically produce recall/precision tables and
graphs by comparing the search results, at
incremental output levels, to the manually-produced
relevancy ratings.

5.2 RESULTS

Figure 1 demonstrates a sample natural
language stor (1 .a) which serves as the basis for the

zbest FLEXI ON (1 .b) and boolean (1 .c) queries
developed by the testing team. No effort was spared
in producing the boolean queries. The FLEXICON
query shows the four quadrants, including a case
citation. While case citations can be included in
boolean queries, they are seldom used because of the
need for exact match. In FLEXICON, the user may
enter a familiar citation, by consulting the term
dictionary, the related-terms thesaurus (when
com leted) or by appl ing relevance feedback. See

{ J[Gel art and Smith 19 la] for a complete description
of the FLEXICON search scenario.

Figure 2 demonstrates average
recalUprecision results for eight queries comparin

ithe FLEXICON search (table 2a) to boolean searc
(table 2.b). The results are @otted in graph 2.c.
Relevancy ratings were determmed in two wa s. In

7the first, onl very relevant cases (“on point” were
Kconsidered. n the second, both very relevant and

fairly relevant cases were considered (“on point” or
“by al’ltdO Y“).

#
As figure 2,c shows, the

FLEXICO search generally manifests significantly
higher precision at various levels of recall, using
both methods. Furthermore, the FLEXICON
queries were easy to formulate while the compilation
of the corresponding boolean search queries required
substantial effort and repetition. As well, the
evaluation of the relevancy of retrieved cases was
largely facilitated by the rapid examination of
flexnotes and the use of Hypertext links to browse
fill text.

5.3 DISCUSSION

While an attempt to improve recall enerally
Ereduces precision and vice versa, the FL XICON

search provides good recall without compromising
much on precision. Furthermore, because the
FLEXICON search provides a list of documents,
ranked according to their relevancy, the user can
view relevant documents up to the desired level of
recall and precision. For example, in viewing only
the first set of 20 documents, the user is ex ected to

fachieve good search precision and acceptab e recall.
Viewing 60 documents, however, will provide better
recall but reduce the recision. A user may select

!the first scenario w en searching for the most
relevant documents while using the second scenario
when he or she must retrieve every relevant case.
When using the second scenario, the user can quickly
scan through a large number of cases b scanning the

2flexnotes and using the HYPERTE T feature to
jump to specific portions of the text.

6. CONCLUsiON
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The FLEXICON knowledge representation
model is well suited for the representation of legal
text in conjunction with information management.
The model s superiorit

J
over boolean search is

demonstrated in terms o the knowledge structuring,
the user interface the retrieval effectiveness and the
ranking of relevant documents. The model, as
adapted for the legal domain, improves upon the
original Vector Space model, as demonstrated by the
SMART system, in incorporating intelhgent
structuring of both documents and queries.
Probabilistic models, especiall

i
the Inference

Network model which forms the asis for the WIN
system recently introduced by the West Publishing
Company, also appear to

t
rovide good

representations of text. Both mo els intelligently
incorporate structior~ein the docu~gft and query
representations, elegant easy-to-use
interface?, allow the incorporation of multiple
information sources such as thesauri and produce a
ranked list of relevant cases. However, FLEXICON
may have the advantage of a simpler and more
intuitive model. Furthermore, the FLEXICON user
interface, while allowing users to enter queries in
natural language, offers a higher degree of
interaction with the user by. providing additional
query formulation and refinement tools via a related-
terms thesaurus and relevance feedback. Future
work will include comparison of the FLEXICON
retrieval effectiveness with that of the Inference
Network model used b the WIN s stem, using a
procedure similar to A at describ J in section 5
above.
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Figure 1 FLEXICON and Boolean Queries

(la) Natural Language Query

Ms. Johnson, heir to the Johnson 6i Johnson Baby Powder fortune, asked Mr. Caldwell

to draft her will. Mr. Caldwell is a solicitor with Blackboard, Caldwell & Co. and

had been Ms. Johnson’s solicitor for the past ten yeare. Ms. Johnson told Mr.

Caldwell that she wanted her entire estate to be divided equally between her two

children, David and Chrissy. Ms. Johnson specifically told Mr. Caldwell that she

didn’t want her husband, Mr. Jones, to inherit anything from her eetate. Ms.

Johnson and her husband had chronic marital problems; Mr. Caldwell had been asked to

draft a separation agreement for Ms. Johnson on four prior occaei.ons. Ms. Johnson

had received most of her fortune from her family, and she wanted to pass this on to

her children. Mr. Caldwell assured Ms. Johnson that her estate would go to her
children. Mr. Caldwell prepared the will and took it over to Ms. Johnson to sign.

Ms. Johnson read and signed the will. Dave and Chrissy were present; they were home

visiting their mother. Mr. Caldwell asked them both to witness the will. Ms.

Johnson died one year later from a massive heart attack. On application the court of

probate found that the will was not valid, and that Ms. Johnson died intestate.

Under the Estate Administration Act the estate was apportioned between Mr. Jones,

David and Chrissy. David and Chrissy are suing Mr. Caldwell in negligence. They

allege that he was negligent in carrying out his duties as a solicitor, and that his

negligence caused them to suffer economic loss. David and Chrissy would have

received a much larger portion of their mother’s estate if Mr. Caldwell had

adequately performed his duties, and not allowed the beneficiaries to witness the

will.

(lb) Best FLEXICON Query

LEGAL CONCEPTS CASE CITATIONS

<H> attestation <H> Ross v Caunters

<H> beneficial interest

<H> solicitor’s negligence

STATUTE CITATIONS FACTS

<H> solicitor

<H> client

<H> intestator

(1.c) Best Boolean Queries

[solicitor or lawyer] and [will or inheritance or estate or

testamentary gift or bequest] and [beneficiary or third party

beneficiaries or heir] and [defective or defective will or

negligence or void or professional negligence or solicitor

negligence] and [economic loss or suffer loss]

[solicitor or lawyer or solicitor-client relationship] and

[will or defective will or bequest or estate or inheritance or

testamentary gift]
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